APPENDIX A

Here we define the processes listed in Sec. II. For each process we define \( \nu_{\tau_j}(\theta) \) which is the Haar WV implied by it, where \( \tau_j = 2^j, j = 1, \ldots, J \) are the dyadic scales at which the WV is computed. The processes are the following:

(P1) **Gaussian White Noise (WN)** with parameter \( \sigma^2 \in \mathbb{R}^+ \). This process is defined as

\[
X_t \overset{iid}{\sim} N(0, \sigma^2)
\]

and has the following implied Haar WV at scale \( \tau_j \):

\[
\nu_{\tau_j}(\sigma^2) = \frac{\sigma^2}{\tau_j}.
\]

(P2) **Quantization Noise (QN)** (see e.g. [5]) with parameter \( Q^2 \in \mathbb{R}^+ \). This process has a PSD of the form

\[
S_X(f) = 4Q^2 \sin^2 \left( \frac{\pi f}{\Delta t} \right) \Delta t, \quad f < \frac{\Delta t}{2}
\]

and has the following implied Haar WV at scale \( \tau_j \):

\[
\nu_{\tau_j}(Q^2) = \frac{60^2}{\tau_j^2}.
\]

(P3) **Drift** with parameter \( \omega \in \Omega \) where \( \Omega \) is either \( \mathbb{R}^+ \) or \( \mathbb{R}^- \). This process is defined as:

\[
X_t = \omega t
\]

and has the following implied Haar WV at scale \( \tau_j \):

\[
\nu_{\tau_j}(\omega) = \frac{\tau_j^2 \omega^2}{16}.
\]

(P4) **Random walk (RW)** with parameter \( \gamma^2 \in \mathbb{R}^+ \). This process is defined as:

\[
X_t = \sum_{t=1}^{T} \gamma Z_t
\]

where \( Z_t \overset{iid}{\sim} N(0,1) \) and has the following implied Haar WV at scale \( \tau_j \):

\[
\nu_{\tau_j}(\gamma^2) = \frac{\tau_j^2 + 2}{12\tau_j^2}.
\]

(P5) **Auto-Regressive AR(1)** process with parameter \( \rho \in (-1, +1) \) and \( \nu^2 \in \mathbb{R}^+ \). This process is defined as:

\[
X_t = \rho X_{t-1} + v Z_t \quad \text{where} \quad Z_t \overset{iid}{\sim} N(0,1)
\]

and it has the following implied Haar WV at scale \( \tau_j \):

\[
\nu_{\tau_j}(\rho, \nu^2) = \frac{\left( \frac{\tau_j^2}{2} - 3\rho - \frac{\tau_j^2\nu^2}{2} + 4\rho^2\tau_j^2 + \rho \tau_j^2 \right) \nu^2}{\frac{\tau_j^2}{2} (1 - \rho)^2 (1 - \rho^2)}.
\]

APPENDIX B

**Proof of Lemma 1:** Under the Gaussian assumption for processes (P1) and (P5) we know that these processes have finite moments as does (P4) after first-differencing. Process (P1) and the first-differencing of process (P4) have independent observations and process (P5) is strongly mixing (see [1]). Moreover, process (P2) follows a triangular distribution with finite moments (see App. K) and, together with the first difference of process (P3), they have no dependence structure on previous observations. Therefore all processes from (P1) to (P5) fulfill the criteria of Lemma 1 by definition.

APPENDIX C

Let us define the AV and, for this purpose, let \( \overline{Y}_t(\kappa_j) \) be the sample average of \( \kappa_j = 2^{j-1} = \tau_j/2 \) consecutive observations of \( (Y_t) \), i.e.

\[
\overline{Y}_t(\kappa_j) = \frac{1}{\kappa_j} \sum_{i=0}^{\kappa_j-1} Y_{t-i}.
\]

The AV at scale \( \tau_j \), denoted as \( \phi^2_{\tau_j} \), aims to measure the amount of variability contained in the process \( (\overline{Y}_t(\kappa_j)) \). This quantity is defined as half of the expectation of squared differences between adjacent non-overlapping \( \overline{Y}_t(\kappa_j) \)

\[
\phi^2_{\tau_j} = \frac{1}{2} \mathbb{E} \left( \overline{Y}_t(\kappa_j) - \overline{Y}_{t-\kappa_j}(\kappa_j) \right)^2.
\]

It should be noted that \( \phi^2_{\tau_j} \) is assumed not to depend on time. The condition for this property to hold is that the first-order difference of the series \( (Y_t) \) is stationary (see [6]), which is indeed the case for the processes listed in Sec. II. Several estimators of the AV have been proposed in the literature (see e.g. [6] and the references therein for a detailed discussion). The asymptotically most efficient among them is based on the maximum-overlap estimator proposed in [3] and can be computed from a realization \( (y_t) \) using

\[
\hat{\phi}^2_{\tau_j} = \frac{1}{2(T - \tau_j + 1)} \sum_{t=\tau_j}^{T} \left( \overline{Y}_t(\kappa_j) - \overline{Y}_{t-\kappa_j}(\kappa_j) \right)^2. \tag{D-1}
\]

On the other hand, the WV can be defined as

\[
\nu_{\tau_j} \equiv \text{var} (W_{j,t})
\]

where \( (W_{j,t}) \) are the wavelet coefficients issued from a **Maximal Overlap (MO-) Discrete Wavelet Transform (DWT)** obtained by filtering \( (Y_t) \) with the corresponding wavelet filter at level \( j \) (see [3, 7]), i.e.

\[
W_{j,t} = \sum_{l=0}^{\tau_j-1} \hat{h}_{j,l} Y_{t-l}, \quad t \in \mathbb{Z}.
\]

The MODWT wavelet filters \( \{\hat{h}_{j,l}\} \) are actually a rescaled version of the DWT filter \( \hat{h}_{j,l} = 1/\sqrt{2^l} \), i.e. \( \hat{h}_{j,l} = h_{j,l}/2^{l/2} = 1/\sqrt{2^l} \). As in the case of the AV, the WV are assumed not to depend on time and, when using the Haar filter, the condition for this property to hold is the same as for the AV (i.e. the first order difference of the series \( (Y_t) \) is stationary). Based on this, the WV estimator is defined as

\[
\hat{\nu}_{\tau_j} = \frac{1}{M_j} \sum_{t=\tau_j}^{T} W_{j,t}^2.
\]
APPENDIX D

**Proof of Corollary 1:** Let us consider the Haar-based WV estimator and re-express it as

\[ \hat{\nu}_{\tau_j} = \frac{1}{M_j} \sum_{t=\tau_j}^{T} W_{j,t}^2 \]

\[ = \frac{1}{M_j} \sum_{t=\tau_j}^{T} \left( \sum_{t=1}^{\kappa_j} y_t - \sum_{t=1}^{\kappa_j} y_{t-\kappa_j} \right)^2 \]

By the same logic, we can also re-express the AV estimator as follows

\[ \hat{\phi}_{\tau_j}^2 = \frac{1}{2(T - \tau_j + 1)} \sum_{t=\tau_j}^{T} \left( y_t(\kappa_j) - y_{t-\kappa_j}(\kappa_j) \right)^2 \]

\[ = \frac{1}{2M_j} \sum_{t=\tau_j}^{T} \left( \frac{2}{T} \sum_{t=1}^{\kappa_j} y_t - \frac{2}{T} \sum_{t=1}^{\kappa_j} y_{t-\kappa_j} \right)^2 \]

since \( M_j = (T - \tau_j + 1) \). By comparing the two expressions we can see that \( \hat{\phi}_{\tau_j}^2 = 2\hat{\nu}_{\tau_j} \). Under the conditions of Lemma 1 we know that \( \hat{\nu}_{\tau_j} \) is a consistent estimator (i.e. \( \hat{\nu}_{\tau_j} \to \nu_{\tau_j} \)).

Given the continuous mapping theorem we also have that \( h(\hat{\phi}) \to \nu(\phi) \) if \( h(\cdot) \) is a continuous function (see e.g. Theorem 1.14 of [2]). For \( \hat{\theta}_{AV} \) defined by (3), we may write \( \hat{\theta}_{AV} = k(\hat{\phi}) \).

Then for (P1), (P2) or (P3), \( k(\cdot) \) is continuous (see Sec. III), such that \( \hat{\theta}_{AV} = k(\hat{\phi}) \to \nu(\phi) \). Given Corollary 1 and since there is a direct relationship between AV and WV (i.e. \( \hat{\phi}_{\tau_j}^2 = 2\hat{\nu}_{\tau_j} \)), we can use the expressions for the WV of these processes and express them in the form

\[ \hat{\phi}_{\tau_j}^2(\theta) = c\theta^L_{\tau_j^L} \]

where for process (P1), for example, \( c = 2, \alpha = 1 \) and \( \lambda = -1 \). Taking the logarithm we have

\[ \log(\hat{\phi}_{\tau_j}(\theta)) = \frac{1}{2} \log(c) + \frac{\alpha}{2} \log(\theta) + \frac{\lambda}{2} \log(\tau_j) \]  

(D-2)  

Based on the estimator defined in (2), we solve

\[ \frac{\partial}{\partial \theta} \sum_{\tau_j \in \eta} \left( \log(\hat{\phi}_{\tau_j}) - \frac{1}{2} \log(c) - \frac{\alpha}{2} \log(\theta) - \frac{\lambda}{2} \log(\tau_j) \right)^2 = 0 \]

for \( \theta \) which gives

\[ \hat{\theta}_{AV} = e^{-1/c} \exp \left( \frac{2}{|\tau|} \sum_{\tau_j \in \eta} \left( \log(\hat{\phi}_{\tau_j}) - \frac{\lambda}{2} \log(\tau_j) \right) \right) \]

which takes the general form given in (3) that we have defined as \( k(\hat{\phi}) \) where \( \phi = \phi(\theta) \). If we replace \( \phi \) instead of \( \hat{\phi} \) in \( k(\hat{\phi}) \) we get exactly \( \theta \) which shows that \( k(\hat{\phi}) = \theta \).

Hence, we have \( \hat{\theta}_{AV} = k(\hat{\phi}) \to \nu(\phi) = \theta \) thus concluding the proof.

\[ \blacksquare \]

APPENDIX E

**Proof of Corollary 2:** Consider the vector \( \hat{\phi}_{\tau_j} = [\hat{\phi}_{\tau_j}]_{\tau_j \in \eta} \).

Since \( \hat{\phi}_{\tau_j} \) is consistent by Corollary 1, i.e. \( \hat{\phi}_{\tau_j} \to \nu_{\tau_j} \) by the continuous mapping theorem we also have that \( h(\hat{\phi}) \to h(\phi) \) if \( h(\cdot) \) is a continuous function (see e.g. Theorem 1.14 of [2]).

For \( \hat{\theta}_{AV} \) defined by (3), we may write \( \hat{\theta}_{AV} = k(\hat{\phi}) \).

Then for (P1), (P2) or (P3), \( k(\cdot) \) is continuous (see Sec. III), such that \( \hat{\theta}_{AV} = k(\hat{\phi}) \to \nu(\phi) \).

Given Corollary 1 and since there is a direct relationship between AV and WV (i.e. \( \hat{\phi}_{\tau_j}^2 = 2\hat{\nu}_{\tau_j} \)), we can use the expressions for the WV of these processes and express them in the form

\[ \hat{\phi}_{\tau_j}^2(\theta) = c\theta^L_{\tau_j^L} \]

now for \( \tau_j < \infty \). Hence \( \gamma^2 > \gamma_0^2 \) which concludes the proof.

\[ \blacksquare \]

APPENDIX G

**Proof of Corollary 4:** The proof is straightforward since any combination of a process chosen among (P1), (P2), (P3) and (P4) with any other different process(es) satisfying assumption (A3) does not have a linear representation of the form defined in (1). So we may apply the same rational as in Corollary 3 to show the inconsistency of the estimator for \( \theta \).

Therefore, \( \hat{\theta}_l \) cannot be a consistent estimator of \( \theta \).

\[ \blacksquare \]
for processes (P1), (P2) or (P3), we have that

\[ U_t \sim U \]

with quantization noise process (\( V_t \)), where \( \delta t \) is the time difference between consecutive observations and

\[ \hat{\theta}_{AV} = \arg\min_{\theta \in \Theta} \sum_{t} \varepsilon_{t}^2 \]

\[ = \arg\min_{\theta \in \Theta} \sum_{t} \left[ \log (\hat{\phi}_{t}) - \log (\phi_{t} (\theta)) \right]^2 \]

\[ = \arg\min_{\theta \in \Theta} (\nu_{t} - \nu_{t} (\theta))^T \Omega^* (\nu_{t} - \nu_{t} (\theta)) \]

where the elements of \( \Omega^* \) are given by (8). Therefore, we have that \( \hat{\theta}_{AV} = \hat{\theta}_{\nu} \) as they are the solutions of the same problem.

**APPENDIX I**

**Proof of Corollary 5:** Since \( \hat{\theta}_{AV} = \hat{\theta}_{\nu} \) with \( \hat{\theta}_{\nu} \) being the GMWM estimator based on \( \Omega^* \), and since the GMWM estimator with minimal asymptotic variance is \( \hat{\theta}_{AV} \) where \( \Omega^* = V^{-1} \neq \Omega^* \), we verify the result of Corollary 5. ■

**APPENDIX J**

In [4] it was shown that the WV estimator \( \hat{\nu} \) is asymptotically normally distributed with covariance matrix \( V \) for which an estimator was also given. The latter is however extremely computationally demanding and a parametric bootstrap estimator is often preferred. Since \( \hat{\nu} \) is a consistent estimator, it is possible to construct an asymptotically optimal GMWM estimator based on \( \Omega^* \) as follows:

1) Compute the GMWM estimator, say \( \hat{\theta}_{\nu} \), based on any positive definite \( \Omega^* \);
2) Compute a parametric bootstrap estimator of \( V \), say \( \hat{V} \), based on \( \hat{\theta}_{\nu} \) whose consistency follows from the consistency of \( \hat{\theta}_{\nu} \);
3) Compute the GMWM estimator, say \( \hat{\theta}_{AV} \), based on \( \Omega^* = \hat{V}^{-1} \). By the continuity of matrix inversion we have that \( \Omega^* \rightarrow \hat{V}^{-1} \) and therefore we have that

\[ \lim_{T \rightarrow \infty} \frac{\text{var} (\hat{\theta}_{AV})}{\text{var} (\hat{\theta}_{AV})} < 1. \]

**APPENDIX K**

**Triangular distribution of quantization noise:** A quantization noise process \( (X_t) \) is defined as follows:

\[ X_t = \sqrt{Q^2} \hat{U}_t \delta t \]

where \( \delta t \) is the time difference between consecutive observations and

\[ \hat{U}_t = \frac{U_{t+1} - U_t}{\delta t} \]

with \( U_t = \sqrt{T} U_{t}^* \) and \( U_{t}^* \sim U(0,1) \) (i.e. \( U_{t}^* \) follows a standard uniform distribution).

Since \( \delta t \) is supposed to be the same for any time \( t \) (i.e. the sampling frequency is the same for all observations), we have

\[ X_t = \sqrt{Q^2} \frac{U_{t+1} - U_t}{\delta t} \delta t = \sqrt{Q^2 \sqrt{T}} (U_{t+1}^* - U_t^*) = \sqrt{12Q^2 R_t} \]

where \( R_t \equiv U_{t+1}^* - U_t^* \) is the difference between two standard uniform variables which by definition follows a standard triangular distribution. Hence, \( (X_t) \) follows a rescaled standard triangular distribution which has finite moments since \( Q^2 \delta t < \infty \). ■
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